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Abstract: In recent years, attribute reduction methods following fuzzy rough set approach
have attracted the attention of researchers because they improve the accuracy of the
classification model. However, most of the proposed methods are performed on the unchanged
decision table. In this paper, we build an incremental algorithm to find the approximate reduct
according to the combined filter-wrapper approach. Experimental results on a number of
sample datasets show that the proposed incremental algorithm is more efficient than some
other incremental algorithms following the filter approach in terms of the number of reductive
set attributes and classification accuracy.
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1. INTRODUCTION

In fact, decision tables are often large in size and are constantly changing and updating [1,
2]. The application of reductive set finding algorithms according to the traditional rough set
approach and extended rough set models faces many challenges [3]. In case the decision tables
are changed, these algorithms had to recompute the reduct on the entire decision table after the
change, so the cost of computation time increases significantly. In case the decision table is
large, the implementation of the algorithm on the entire decision table will be difficult in terms
of execution time [4]. Therefore, splitting the decision table to find the reduct on each part is
the proposed solution. However, calculating the reduct based on the reducts of each part is a
problem to be solved. Therefore, the researchers proposed an incremental computational
approach to find the reduct [5, 6, 7]. In case the decision table is changed, the incremental
algorithm does not recompute the reduct on the entire decision table, but only updates the
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existing reduct based on the changed data composition. In the case of a large decision table, the
incremental algorithm finds the reduct on a fragmented component, then updates the reduct
when adding the remaining components. In theory, the incremental algorithm is capable of
minimizing the execution time and is capable of performing on large decision tables.

The main objective of the paper is to reduce the number of reductive set attributes and
improve the classification accuracy compared to the published incremental algorithms. In this

paper, Incremental Filter-Wrapper Algorithm for Fuzzy Partition Distance based Attribute
Reduction When Add Objects, called IFW_FDAR_AdODbj algorithm, is propose to find the
approximate reduct of the decision table using fuzzy distance measure in the case of addition
of the feature set. The proposed algorithm based on the combined filter-wrapper approach
consists of two stages: the filter stage finds the candidates for the reduct each time the attribute
with the greatest importance is added, called the approximate reduct, with the stopping
condition that the fuzzy distance measure is preserved; Wapper stage finds the reduct with the
highest classification accuracy. Experimental results on sample data sets show that the
suggested incremental algorithm is more efficient than the non-incremental filter-wrapper
algorithm in terms of execution time. Moreover, the proposed algorithm is more efficient than
the published filter incremental algorithms in terms of the number of attribute sets and
classification accuracy by selecting the candidate with the best classification accuracy in the
wapper stage.

The rest of the paper is organized as follows. Section Il develops IFW_FDAR_AdObj
algorithm to find the approximate reduct of the decision table using fuzzy distance measure in
the case of addition of the feature set. Section Il presents result. Conclusions are drawn in
section IV.

2. IFW_FDAR_ADOBJ ALGORITHM (INCREMENTAL FILTER-WRAPPER
ALGORITHM FOR FUZZY PARTITION DISTANCE BASED ATTRIBUTE
REDUCTION WHEN ADD OBJECTS)

In this section, we propose a filter-wrapper incremental algorithm by using FPD when
adding object set into the decision table.

Algorithm IFW_FDAR_AdODbj
Input:
1. A decision table DS = (U, C U D) with U = {x,x,,...,x,}, a FER R, the reduct B € C.
2. Fuzzy equivalent matrices

My(Rs) = [by]  My(Rc) = [eyj]  Mu(Rp) = [d]
3. Added set of objects AU = {x,;411, Xn42,---» Xnss}

Output: The approximation reduct B,.,; of DS’ = (U U AU, C U D) with highest
classification accuracy.

nxn

Sep 1: Initialization
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1. T:= @; /| T contains the candidates for best reduct
2. Compute fuzzy equivalent matrices on U U AU

Myyau(Rg) = [bij](n+s)x(n+s)» Myyau(Rp) = [dij](n+s)x(n+s);
Step 2: Check the added set of objects

3. SetX:= AU,

4. Fori=1tosdo

S. If [xn4ils S [Xneidp then Xe= X — {x14}

6. If X = @ then Return By; //Approximation reduct does not change

7. SetAU:= X; s:=|AU|; /IReset the object set
Step 3: Finding the best reduct
8. Compute original FPDs
FPDy (®(Rg), @(Rpup)); FPDy (@(Re), ®(Reup));
9. Compute FPDs using incremental formulas:
FPDyysu (®(Rs), ®(Rpun) ); FPDyuau (@(Re) @(Reup) )

/[Filter stage: finding candidates for reduct

10.  While FPDyy (9(Rz), ®(Raup)) # FPDyuay (@ (Re), #(Reup) ) do

11. Begin
12. For eacha € C — B do
13. Begin

14. Compute FPDyyay (¢(ﬁ3u{a}),¢(§3u{a}un)) by using cremental formulas;

15. Compute S1G5(a) = FPDyysy (®(Rs), ®(Rpup) ) -

EPDyyau (d)(ﬁBU{a})' ¢(§Bu{a}UD)) ;

16. End;

17. Select a € C — B satisfying SIGg(a,,) = I\éICaxB{SIGB(a)};
aec

18. B:=BUf{a,};
19. By:= By U{a,};
20. T:=TUBy:

21. End;

IIWrapper stage: Finding the reduct with the highest classification accuracy
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22.Set t:=|T| /It is the number of T, T ={ByU{ai},ByU{ay,az},...,By U
{ay, ay,..., at}};
23. SetT;:=ByU{a,};T,:=ByU{ay,a,};...;T;:= By U{ay,a,,...,a};
24. Forj:=1totdo
25. Calculate the classification accuracy on T; by using 10-fold classifier;

26. Bpese: = Tj, in Which Tj, has the highest classification accuracy;

Return Bpegt;
3. EXPERIMENTAL RESULTS

Compared with two fuzzy rough set based incremental algorithm ( IV-FS-FRS-2 , IARM
) and two rough set based incremental algorithm (ASS-IAR , IFSA ). Specifically, 1V-FS-
FRS-2 is a filter algorithm based on fuzzy discernibility matrix, while IARM is a filter
algorithm based on relative discernibility relation. ASS-IAR is a filter algorithm based on active
sample selection, while IFSA is a filter algorithm based on dependency function.

3.1 Data set

This subsection introduces experiments for evaluating the classification accuracy of
IFW_FDAR_AdODbj algorithm compared with two fuzzy rough set based incremental algorithm
( IV-FS-FRS-2 [5,8], IARM [6,9]) and two rough set based incremental algorithm (ASS-IAR
[7,10], IFSA [8,11]). Specifically, IV-FS-FRS-2 is a filter algorithm based on fuzzy
discernibility matrix, while IARM is a filter algorithm based on relative discernibility relation.
ASS-IAR is a filter algorithm based on active sample selection, while IFSA is a filter algorithm
based on dependency function. Experiments are deployed on some benchmark datasets from
UCI [9,12] as in Table 1.

For the algorithms IV-FS-FRS-2 and IARM by fuzzy rough set approach, all real value
attributes are normalized into the values in interval [0, 1] on each dataset [8]:

a(x;)-min(a) (1)

a (xl) = max(a)-min(a)

in which, max(a) and min(a) are the maximum and minimum of a. FER R, [8] on a is defined
as:
ﬁa(xi, XJ) =1- |a(xi) — a(xj)l where Xi, Xj elU (2)

For each attribute a € C with nominal or binary value, the FER R, is defined where

Xi, Xj eU:
e 0
0, otherwise
On decision attribute {d}, we use FER Rg;. For x;,x; € U

R {1, d(x;) = d(x;)
{a} = )
0, otherwise

(4)



SCIENTIFIC JOURNAL OF HANOI METROPOLITAN UNIVERSITY —-VOL.62/2022 || 9

The partition U/Rya; = {[x;](a;}, where x; € U and [x;]q; = {x; € U|Ray(x;, %) = 1} is
an equivalent class. Then, equivalent class [x;], is considered as a fuzzy equivalent class,
denoted by [x;]5. The membership function is defined as “[Xi]a(xf) =1 if x; € [x;]4 and

Hixgy (%) = 0if x; € [xi]a.

For the algorithms ASS-IAR and IFSA by traditional rough set approach, we use a fuzzy
C-mean clustering (FCM) to discretize real-valued data before attribute reduction.

Each data set is divided into two approximately equal parts: original data set (Column 5 in
TABLE 3.1) and incremental data set (Column 6 in TABLE 3.1). Original data set is denoted
as Uo. Incremental data set is randomly separated into 5 equal parts, each part is denoted by Us,
Uz, Us, Us, Us respectively. To applying incremental algorithm IFW_FDAR_AdObj, IV-FS-
FRS-2, IARM, ASS-IAR and IFSA, at first we perform this algorithm on original data set. Next,
this algorithm is executed when sequentially adding from the first part to the fifth part of
incremental dataset.

Table 3.1. Description of data sets when adding object set

Number of condition Number
Original | Increment attributes
. Number of
ID Data Description of obiects number | al number ] decision
L of objects | of objects | ) | Nominal | Real- |
value | valued class
@) 2 ®3) 4) ®) (6) Q) ® ©) (10)
1 | Libra Libras 360 180 180 | 90 0 90 15
movement
Wisconsin
2 WC[:) B diagnostic 569 284 285 30 0 30 2
breast cancer
3 Horse Horse colic 368 183 185 22 15 7 2
4 Heart Statlog (heart) 270 135 135 13 7 6 2
5 Credit | Credit approval 690 345 345 15 9 6 2
6 Germa | German credit 1000 500 500 20 13 7 9
n data
Contraceptive
7 Cmc Method Choice 1473 733 740 9 7 2 3
8 Wave Waveform 5000 2500 2500 21 0 21 3

3.2. Computation time of IFW_FDAR_Adobj, IV-FS-FRS-2 IARM, ASS-IAR AND IFSA

Figure 3.1 shows that the execution time of IFW_FDAR_AdObj is higher than the
execution time of IV-FS-FRS-2 and IARM on all datasets. Although the calculation of fuzzy
distances in IFW_FDAR_AdObj is simpler than others measures in IV-FS-FRS-2, IARM,
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ASS-IAR and IFSA, the algorithm IFW_FDAR_AdODbj needs more time to run the classifier.
The execution time of ASS-IAR is smallest because of the elimination of useless incomming
samples in incremental computation.
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Figure 3.1. Time of IFW_FDAR_AdObj, IV-FS-FRS-2 IARM, ASS-IAR va IFSA on Libra
(second)

3.3 Classification accuracy and reduct cardinality of IFW_FDAR_Adobj, 1V-FS-FRS-2,
IARM, ASS-IAR AND IFSA

We use CART classifier (CART — Classification And Regression Tree) to compute the
classification accuracy in the wrapper stage of IFW_FDAR_AdObj. We also use CART
classifier to compute the classification accuracy for IFW_FDAR_AdODbj, IV-FS-FRS-2, IARM,
ASS-IAR after attribute reduction. The 10-fold cross-validation technique is also used. We
divide the dataset into 10 approximately equal parts. One part is selected randomly for testing,
the others are used for training. This progress is repeated 10 times. We denote the accuracy of
classification as v + o where v is the mean of 10 runs and o is standard error. All experiments
are installed on PC Core(TM) Intel (R) i7-3770CPU, 3.40 GHz, Windows 7 using Matlab.
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Figure 3.2. Classification accuracy of IFW_FDAR_AdODbj, IV-FS-FRS-2, IARM, ASS-IAR va IFSA
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The result of classification accuracy obtained by our algorithm are presented in Figure 3.2.
As in this figure, for the cardinality of reduct at each incremental step, the proposed filter-
wrapper algorithm IFW_FDAR_AdODbj is much smaller than 1V-FS-FRS-2, IARM, ASS-1AR
and IFSA. As a result of this paper, the accuracy and the generality of classification rule set on
reduct of IFW_FDAR_AdODbj are better than those of 1V-FS-FRS-2, IARM, ASS-IAR and
IFSA. Moreover, because of the selection of the reduct with highest classification accuracy in
wrapper stage, the classification accuracy of IFW_FDAR_AdObj is higher than IV-FS-FRS-2,
IARM, ASS-IAR and IFSA on all data sets. The classification accuracy of IV-FS-FRS-2,
IARM by fuzzy rough set approach is higher than that of ASS-IAR, IFSA by traditional rough
set approach. For each data set, we can see that the classification accuracy does not increase
when adding incremental data set. This is because there are some noise objects in incremental
data sets that decrease the classification accuracy of learning algorithms.

4. CONCLUSION

The paper proposed a solution to find the reduct of the decision table according to the
combined filter-wrapper approach in the case of adding object sets to minimize the number of
reductive set attributes and improve improve the accuracy of the classification model. In this
paper, IFW_FDAR_AdObj algorithm was introduced to solve the problem. The experimental
results are compared with the other algorithms, that has shown that IFW_FDAR_AdObj
algorithm is efficient. We will continue to study the incremental algorithms that find the reduct
of the decision table in the case of adding and removing the attribute set in the future.
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VE THUAT TOAN GIA TANG RUT GON THUQC TiNH KHI BO
SUNG TAP POI TUQNG TRONG BANG QUYET PINH THAY POI

Tom tit: Trong mdy ndm gan day, cac phwong phdp rit gon thuge tinh theo tiép cdn tap thé
mo da thu hut sy quan tam cua cdc nha nghién cieu vi chung ndang cao do chinh xac cua mo
hinh phdn lop. T uy nhién, phan Iom cdc phwong phap dé xudt déu thie hién trén bang quyét
dinh khong thay doi. T rong bai bdo nay, chung téi xay dzmg thudt toan gia tang tim lap rut
gon xap xi theo hzrong tiép cdn két hop fi lter—wrapper Két qua thir nghzem trén mot s6 b sé
liéu mau cho thdy, thudt todn gia ting dé xudt hiéu qua hon mét sé thudt todn gia tang khéc
theo tiép cdn filter vé s6 lwong thugc tinh tdp rit gon va dé chinh xdc phan I6p.

Tir khod: Tiép cin tdp thé mo thudt todn gia ting dé xudt, bang quyét dinh, rit gon thugc tinh.
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